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Abstract these problems.

e,SplitStrea_m enables effici_ent qoo_pergtive distributio_n of
of interior nodes carry the load of forwarding multicadt'dh-Pandwidth content, whilst distributing the forwarding
p@d among the participating nodes. SplitStream can also

messages. This works well when the interior nodes dat q ith diff t network i d
dedicated infrastructure routers. But it poses a problem3fcommodate nodes with difierént network capacities an
th asymmetric bandwidth on the inbound and outbound

cooperative end-system multicast, where participants & . . .

pect to contribute resources proportional to the benefit tjé work paths. Subject to these constraints, it balances the

derive from using the system. Moreover, many particorvarding load across all the nodes.

pants may not have the network capacity and availabil-The key idea is tosplit the multicast content intd

ity required of an interior node in high-bandwidth multisyripes, and multicast each stripe in a separate multicast

cast applications. SplitStream is a high-bandwidth contgffe  participants join as many trees as there are stripes

distribution system based on end-system multicast. It d{ﬁey wish to receive. The aim is to construct tfigestof

tributes the forwarding load among all the participants, agg|jiticast trees such that an interior node in one tree is a

is able to accommodate participating nodes with differelaf node in all the remaining trees. In this way, the for-

bandwidth capacities. We sketch the design of SplitStregpding load can be spread across all participating nodes.

and present some preliminary performance results. e show that it is possible, for instance, to efficiently con-

struct a forest in which the inbound and outbound band-

) width requirements of each node are the same, while main-

1 Introduction taining low delay and link stress across the system.

In tree-based multicast systems, a relatively small num

End-system or application-level multicast [2, 11, 21, 7, 18, SPlitStream also offers improved robustness to node
14, 1] has become an attractive alternative to IP mulfilure and sudden node departures. Since ideally, any
cast. Instead of relying on a multicast infrastructure in tf§éven node is an interior node in only one tree, its failure
network (which is not widely available), the participating@n cause the temporary loss of at most one of the stripes.
hosts pool their resources to route and distribute multic¥¥th appropriate data encodings such as erasure coding [3]
messages using only unicast network services. In this @hPulk data or multiple description coding (MDC) [13, 15]
per, we are particularly concerned with application-levef Stréaming media, applications can thus mask or mitigate
multicast incooperativeenvironments, where participantghe effects of node failures, even while the affected tree is
contribute resources in exchange for using the service.P@ing repaired.
such environments, participants expect that the forvvardlngThe key challenge in the design of SplitStream is to effi-
load be shared among aII_ members. ) . .ciently construct a forest of multicast trees that distributes
Unfortunately, conventional tree-based multicast is ifse forwarding load, subject to the bandwidth constraints
herently not well matched to a cooperative environmegf he participating nodes, in a decentralized, scalable, and
The reason is that in any efficient (i.e. low-depth) multise|t_organizing manner. SplitStream relies on a structured
cast tree, a small number of interior nodes carry the bur r-to-peer overlay network called Pastry [19], and on

of splitting and forwarding multicast traffic, while a larges¢jpe [7], an application-level multicast system built upon
number of leaf nodes contribute no resources. This cqp;g overlay to construct and maintain these trees.

flicts with the expectation that all members should share

the forwarding load. The problem is further aggravated in The rest of this paper is organized as follows. Section 2
high-bandwidth applications like video or bulk file distri-outlines the SplitStream approach in more detail. A brief
bution, where many nodes may not even have the capadgscription of Pastry and Scribe is given in Section 3. We
and availability required of an interior node in a conversketch the design of SplitStream in Secition 4. Section 5
tional multicast tree. SplitStream is designed to addredsscribes related work and Section 6 concludes.



2 The SplitStream approach

In this section, we give a more detailed overview of Split-
Stream’s approach to cooperative, high-bandwidth content
distribution.

Tree-based multicastin all multicast systems based on
a single tree, participating nodes are either interior nodes
or leaf nodes. The interior nodes carry all the burden of
forwarding multicast messages. Irkdevel balanced tree

. . . . Rigs
with arity f, the number of interior nodes éi—ll and

the number of leaf nodes i&. Thus, the fraction of leaf

nodes increases with For example, more than half of thd 19uré 1: A simple example illustrating the basic ap-
& gach of SplitStream. Original content is split into two

are leaves in a tree with arity 16. In the latter case, tREPes. An independent multicast tree is constructed for

forwarding load is carried by less than 10% of the nodegach stripe such that a node is an interior node in one mul-
whilst all nodes have equal inbound bandwidth, the intdfcaSt tree and a leaf in the other.
nal nodes have an outbound bandwidth requirement of 16

times the inbound_bandwidth. Even in a_binary tree, Whig{er that requires bandwidth greater tik per stripe, in
would be impractically deep in most circumstances, thgturn for the ability to reconstitute the content from less
outbound bandwidth required by the interior nodes is twigggn k stripes. For example, a media stream could be en-
that of their inbound bandwidth. coded using MDC so that the video can be reconstituted
SplitStream SplitStream is designed to overcome thgom any subset of thiestripes, with video quality propor-
inherently unbalanced forwarding load in conventiongbnal to the number of stripes received. Such an encoding
tree-based multicast systems. SplitStream strives to difso allows low-bandwidth clients to receive the video at
tribute the forwarding load over all participating nodesewer quality.
and respects different capacity limits of individual partic- As another example, erasure codes could be used to
ipating nodes. SplitStream achieves this by splitting thgipe file data, thus allowing the files to be reconstituted
multicast content into multiple stripes, and using separaggm any sufficiently large subset of the stripe blocks. For
multicast trees to distribute each stripe. instance, a participant may subscribe to all stripes, but re-
Figure 1 illustrates how SplitStream balances the fatenstitute the file as soon as a sufficient number of stripe
warding load among the participating nodes. In this simgiéocks has arrived, discarding later arriving stripe blocks.
example, the original content is split into two stripes and Using redundant content encodings also improves the
multicast in separate trees. For simplicity, let us assumsilience of the system to node failures or sudden depar-
that the original content has a bandwidth requirement @ires of participants. Since a node failure affects at most
B, and that each stripe has half the bandwidth requiremenfe of the stripe trees, erasure codes can mask such fail-
of the original content. Each node other than the sourggs. In the case of MDC encoded video, a node failure
subscribes to both stripes, inducing an inbound bandwidifay at worst cause an intermittent drop in video quality
requirement oB. As shown in Figure 1 each node is an inwhile the affected tree is being repaired.
ternal node in only one tree and forwards the stripe to two
children, yielding an outbound bandwidth requirement of
no more tharB. 3 Background: Pastry and Scribe
In general, the content is split intostripes. Participat-
ing nodes may subscribe to a subset of the stripes, thughis section, we briefly sketch Pastry, a scalable, self-
controlling their inbound bandwidth requirement in increarganizing, structured p2p overlay network, and Scribe, a
ments ofB/k. Similarly, participating nodes may controkcalable application-level multicast system based on Pas-
their outbound bandwidth requirement in increments trfy. Both systems are key building blocks in the design of
B/k by limiting the number of children they adopt. ThusSplitStream.
SplitStream can accommodate nodes with different bandPastry In Pastry, nodes and objects are assigned random
widths, and nodes with unequal inbound and outbound niglentifiers (calledhodeldsand keys respectively) from a
work capacities. SplitStream is able to satisfy all partidiarge, sparse id space. Keys and nodelds are 128 bits in
pating nodes as long as the total number of stripes to whilehgth and can be thought of as a sequence of digits in
all nodes wish to subscribe does not exceed the total nusase2? (b is a configuration parameter with a typical value
ber of children that all nodes are willing to adopt. of 3 or 4). Given a message and a key, Pastry routes the
Applications may choose any content encoding that prmessage to the node with the nodeld that is numerically
duces stripes with even bandwidth requirements. In pradesest to the key, which is called the keyo®t.
tice, applications may choose to encode content in a manin order to route messages, each node maintains a rout-




ing table and a leaf set. A node’s routing table has abdagrs, and groups with highly dynamic membership.
logxN rows and2® columns. The entries in rowof the  The latter property, combined with an anycast [6] prim-
routing table refer to nodes whose nodelds share the fitste recently added to Scribe, can be used to perform
n digits with the local node’s nodeld; tha{ 1)th nodeld distributed resource discovery. As we will show in the
digit of a node in colummm of row n equalsm. The col- next section, SplitStream uses this mechanism to discover
umn in rown corresponding to the value of the{ 1)th nodes with spare forwarding capacity. A full description
digits of the local node’s nodeld remains empty. Routirgnd evaluation of Scribe multicast can be found in [7].
in Pastry requires that at each routing step, a node norma&htibe anycast is described in [6].
forwards the message to a node whose nodeld shares with
the key a prefix that is at least one digit longer than the
prefix that the key shares with the present node’s id. If @b Building SplitStream
such node is known, the message is forwarded to a node
whose nodeld shares a prefix with the key as long as thehis section, we sketch the design of SplitStream.
current node, but is numerically closer to the key than theBuilding independent trees SplitStream uses a sepa-
present node’s id. rate Scribe multicast tree for each of thetripes. Split-
Each Pastry node maintains a set of neighboring nodsiseam exploits the properties of Pastry routing to ensure
in the nodeld space (called the leaf set), both to enstie desired independence. Recall that Pastry normally for-
reliable message delivery, and to store replicas of objeatards a message towards nodes whose nodelds share pro-
for fault tolerance. The expected number of routing hogsessively longer prefixes with the message’s key. Since
is less tharlog,N. The Pastry overlay construction oba Scribe tree is formed by the routes from all members to
serves proximity in the underlying Internet. Each routingne groupld, the nodelds of all interior nodes share some
table entry is chosen to refer to a node with low networkumber of digits with the tree’s groupld. Therefore, we
delay, among all nodes with an appropriate nodeld prgan ensure that Scribe trees have a disjoint set of interior
fix. As a result, one can show that Pastry routes haven@des simply by choosing grouplds for the trees that all
low delay penaltythe average delay of Pastry messagesdifer in the most significant digit.
only approximately twice the IP delay between source andSettingk = 2° ensures that each participating node has
destination [5]. Similarly, one can show ti@cal route an equal chance of becoming an interior node in some tree.
convergencef Pastry routes: the routes of messages route is chosen such that= 2' andi < b, then it is still pos-
to the same key from nearby nodes tend to convergesitile to ensure this fairness by exploiting certain properties
a nearby intermediate node. Both of these properties afehe Pastry routing table, but we omit the details to con-
important for the construction of efficient multicast treeserve space. Without loss of generality, we assume that
described below. A full description of Pastry can be fouril= 2° in the rest of this paper.
in [19]. Limiting node degree The resulting forest of Scribe
Scribe Scribe is an application-level multicast systemrees satisfies the independence requirement and the
built upon Pastry. A pseudo-random Pastry key, knowiodes’ constraints on the inbound bandwidth, but it does
as thegroupld is chosen for each multicast group. Aot necessarily satisfy the individual nodes’ outgoing
multicast tree associated with the group is formed by thandwidth constraints. Let us first consider the inbound
union of the Pastry routes from each group member to thandwidth. A node’s inbound bandwidth is proportional to
groupld’s root (which is also the root of the multicast treejhe number of stripes to which the node subscribes. Note
Messages are multicast from the root to the members usihgt a node has to subscribe to at least one stripe, the one
reverse path forwarding [9]. whose stripeld shares a prefix with its nodeld, because the
The properties of the Pastry overlay ensure that the mnbde may have to serve as an interior node for that stripe.
ticast trees are efficient. The delay to forward a messag&he number of children that may attempt to attach to
from the root to each group member is low due to the loswnode is bounded by its indegree in the Pastry overlay,
delay penalty of Pastry routes. Pastry’s local route convevhich is influenced by the physical network topology. In
gence ensures that the load imposed on the physical mgtreral, this number may exceed the number of children a
work is small because most message replication occursatie is able to support. For a SplitStream node to limit its
intermediate nodes that are close in the network to the leatbound network bandwidth, it must limit its outdegree in
nodes in the tree. the SplitStream forest, i.e., the total number of children it
Group membership management in Scribe is decentttalkes on.
ized and highly efficient, because it leverages the existing Scribe has a built-in mechanism to limit a node’s outde-
proximity-aware Pastry overlay. Adding a member to gree. When a node that has reached its maximal outdegree
group merely involves routing towards the groupld untieceives a request from a prospective child, it provides the
the message reaches a member of the tree, followedpogspective child with a list of its current children. The
adding the route traversed by the message to the graupspective child then seeks to be adopted by the child
multicast tree. As a result, Scribe can efficiently supposfith lowest delay, and so on recursively. In Scribe, this
large numbers of groups, arbitrary numbers of group meprocedure is guaranteed to terminate because a leaf node
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is required to take on at least one child. spare capacity group tree, which verifies that the prospec-
Unfortunately, this procedure is not guaranteed to wotike parent’s nodeld shares a prefix with the stripeld to
in SplitStream. The reason is that a leaf node in one tnebich the orphan subscribes. This ensures independence,
may be an interior node in another stripe tree, and mlayt may require a more extensive exploration of the spare
have already reached its outdegree limit with respectaapacity group tree, may yield a parent that is more distant
that stripe tree. in the physical network, and may not always locate a par-
Balancing trees SplitStream uses the following algo-ent in the absence of sufficient excess forwarding capacity.
rithm to resolve the case where a node that has reachedife may balance these concerns by limiting the scope of
outdegree limit receives a join request from a prospectithe DFS, and relax the third test if no parent was found
child. First, the node adopts the prospective child regamithin that scope. SplitStream allows applications to con-
less of the outdegree limit. Then, it evaluates its new setttdl this tradeoff between independence, delay, link stress,
children to select a child to reject. This selection is madietal required forwarding capacity and overhead of forest
in an attempt to maximize the efficiency of the SplitStreagenstruction according to its needs.
forest. Preliminary results We have performed a prelimi-
First, the node looks for children that are subscribed f@ry performance evaluation of SplitStream, by running
stripes whose stripelds do not share a prefix with the lo&f,000 SplitStream nodes over an emulated network with
node’s nodeld. (How the node could have acquired sueB50 core routers based on the Georgia Tech network
a child in the first place will become clear in a momentjopology generator. We constructed a SplitStream forest
If multiple such nodes exist, one is chosen randomly. With 16 stripes, and assigned per-node inbound and out-
no such child exists then the current node is an interigpund bandwidth limits that follow a distribution mea-
node for only one stripe tree, and it selects the child whosiered among Gnutella clients in May 2001 [20].
nodeld has the shortest prefix match with that stripeld. If The result are very encouraging. During the SplitStream
multiple such nodes exist, one is chosen randomly. Tfagest construction (50,000 nodes, 16 stripes), the mean
chosen child is then notified that is has been orphaned. and median number of control messages handled by each
The orphaned child then seeks to locate a new paréade were 33 and 57, respectively. When multicasting a
by sending an anycast message to a special Scribe grogssage in each stripe, the medians of the relative aver-
called thespare capacity group All SplitStream nodes age delay penalty (RAD) and the relative maximum delay
whose number of children is below their limit join thigpenalty (RMD), compared to IP multicast, where 2.33 and
group. The anycast message is delivered to a leaf néie4, respectively. These value are about 1.5 and 2 times
in the spare capacity group tree that is near the orpharhigher, respectively, than the values measured in a single
the physical network. This node checks whether it receiv@gribe tree on the same topology. This increase reflects the
any of the stripes to which the orphaned child seeks to syincipal cost of balancing the forwarding load across all
scribe. If so, it verifies that the orphan is not an ancestorparticipants in SplitStream.
the corresponding stripe tree, which would create a cycleWe also considered the degree of independence in
If both tests succeed for some stripe, the node takes onttie SplitStream forest. Without any of the indendence-
orphan as a child; if as a result, the node has now reaclpgeserving techniques described above, and with a highly
its outdegree limit, it leaves the spare capacity group. dénstrained bandwidth allocation (outbound bandwidth
one of the tests fails, the node forwards the message tonitd to exceed inbound bandwidth at any node), we found
parent, starting a depth-first search (DFS) of the spare ##t over 95% of the nodes had independent (i.e., node dis-
pacity group tree until an appropriate member is found. joint) paths to the source in 13 or more of the 16 stripes to
This procedure is guaranteed to locate an approprigtgich they subscribed. Thus, even in pessimal cases, the
parent for the orphan if one exists. Moreover, the propé@ss of independence is modest. A more comprehensive
ties of Scribe trees and the DFS of the spare capacity tey@luation of SplitStream will be presented in a forthcom-
ensure that the parent is near the orphan in the physiga full paper.
network, among all prospective parents. This provides low
delay and low link stress in the physical network. How-
ever, the algorithm as described may sacrifice tree inde- Related work
pendence, because the new parent may be already an inte-
rior node in another stripe tree. Thus, its failure may caustany application-level multicast systems have been pro-
the temporary loss of more than one stripe for some nodpssed recently, e.g. [8, 14, 18, 21, 7, 1]. All are based on a
It is possible to minimize this partial loss of indepensingle multicast tree.
dence at the expense of higher delay, link stress, and cost deveral systems exist that use end-system multicast
the forest construction. However, complete independerfoe video distribution, notably Overcast [14] and Sprea-
is generally only feasible if there is some excess forwardh [10]. Both systems create a single multicast tree. Over-
ing capacity, where the total outdegree of all nodes exceedst relies on dedicated servers, whilst both SpreadIt and
the total indegree of all nodes. One approach to preserviglitStream utilise the participating clients. However, un-
independence is to add a third test during the DFS in tlilee Spreadlt, SplitStream distributes forwarding load over
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